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Agenda

What is the Red Hat Mobile Application Platform?

Architecture of integrated OpenShift-based Mobile Application Platform
What does staging to OpenShift 2.2 mean?

What does staging to OpenShift 3.0 mean?

Node.js Story

What are the key advantages of this integrated approach?
APPENDICES: other mobility talks, contact details, case studies

Q redhat



Driving Digital Transformation

2010-13 2013-16 2016+
CONSUMERIZATION MOBILE-FIRST DIGITAL ENTERPRISE

= iOS Support Multi-Device Wearables
= Experiment Apps Targeted Apps Internet of Things
= Point Solution Platform Architecture

= Risk Management Business Enablement Business Transformation

Device-centric App-centric Information-centric

Q redhat



The new world of Enterprise Mobility

Open Technologies Mobile Backend-as-a-Service
Flexible Development 4

Continuous Dev & Deploy

[@)

()
)

REST APlIs Collaboration

JavaScript & Node.js % Agility

Q redhat
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Mobile Backend-as-a-Service — MBaaS APIs

Storage

Cloud Deploy
Alerts Targets

MBaaS offers a series of server-side APIs that can be shared among mobile apps
instead of being custom developed for each.

Q redhat



OpenShift 3.0

* Previous version of platform used our own PaaS
(DynoFarm)
— Node.js server-side code, Redis caching in Linux Containers (LXCs)
— Resilient MongoDB data store, provided a persistence layer for JSON
data (and an overlay filestore)
* New version of platform is based on OpenShift 3

— New best-of-breed Paa$S for Node.js, caching and for JSON storage, in
Linux Containers, orchestrated by Kubernetes

Mobile is an excellent use case for OpenShift as it is ideally suited to
lightweight server-side integration using Node.js
7



Architecture: Summary
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Architecture: PaaS/laaS

ROUTING LAYER

* The platform uses OpenShift 3 as a PaaS layer
* This can be deployed on

« Bare metal

« Raw VMs

» Local private cloud

« Public cloud

« The physical deployment provides the baseline
incoming networking/routing (diagram focuses on client app routing)

9 Pl £
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Architecture: Summary

O « The Core MAP is hosted in set of
H RHEL-based containers on the PaaS
AP Authentieation * These provide core functlgnallty

used by all apps and services
; Code Hosting |
il o » Developers/Admin Users access the
eporting .
cLi/Gul - Core MAP via a browser,
Deplayment via command line tooling,
Security and via git push (for code)

10 PHYSICAL VIRTUAL PRIVATE PUBLIC



Architecture: MBaaS

ROUTING LAYER

-
*+ The Mobile Backend-as-a-Service

provides a set of “environments”
. DEV ENVIRONMENT TEST ENVIRONMENT PROD ENVIRONMENT
to match the lifecycle, e.g. dev,
Cloud App Cloud App Cloud App
test and prod “pod | Pod [ Pod |\ Poi | Por | Fos |\ [ Poi | Pou | Fou |
« Each server-side “Cloud App” is SHESIK () |[oc | @ SHEIN
made up of Node.js code, caching, Cloud App D Cloud Ao
and MongoDB JSON DB storage T T T || T T ) S T
(s || Joe 0 S) || voc || @ S ||oc || @

Al 450
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Architecture: MBaa$S Drill Down

Mbaa$S Environment - Scaling

Wlthln a CIOUd7 PROD ENVIRONMENT
App Pods can be
scaled horizontally.

Shared services can
also be deployed
that are used by
more than one Cloud

App.
MBaaS Services are
one example of this.




Architecture: Client Apps

=2 0N O
(—\ o

Business Logic Integration l Data Sync
* Configuration
* Routing Info ROUTING LAYER

* Reporting

Client Apps are routed into the MBaaS

O to link to their relevant “Cloud App”
(—)

— * The platform can dynamically bind
API/Authentication Cllent AppS tO new uCIoud Appsu
Code Hosting in the same project
SCM(Git)
Reporting * The client SDKs manage complex tasks
CL/GUl such as data sync, queuing requests
Deployment .
when offline
secuny « Limited communications to Core MAP

el A
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Architecture: Summary
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OpenShift 2.2 Staging

Available today for Trial Access
https://openshift.feedhenry.com
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OpenShift 2.2 Staging - Trial

Creating a target MBaaS takes 10-15 mins on
a standard free OpenShift account

- redhat

Once this is done you can stage any app to
your own OpenShift account

Then use a separately deployed OpenShift

. . Check out the developer trial of the
Enterprise target will lead to faster setup and Red Hat Mobile Application
deploy times Platform powered by OpenShift at:

Technologies used: Node.js, Redis AGER G W ST UL ACETT:

(community cartridge), MongoDB

Q redhat



17

OpenShift 3.0 Staging

Demoed at Red Hat Summit this week

OpenShift 3 is a completely new architecture for
OpenShift, using Linux Containers and
Kubernetes

Similarly to OpenShift 2.2 the initial step is to
setup a target MBaaS within the OpenShift
deployment

Initially the Red Hat Mobile Application Platform
will be able to stage to OpenShift 3

Then the Red Hat Mobile Application Platform will
itself be hosted in Linux Containers managed by
OpenShift 3

ED HAT'
OBIL
LATF

E APPLICATION
ORM

o<

OPENSHIFT
Qredhat



Node.js

Use as the main backend for mobile services
AND/OR
Use as integration layer to existing enterprise

services nmeJ’S

AND/OR
Use a lightweight proxy to JBoss Java or >150k publicly distributed modules
other preferred dev stack 51,58 downloads (May 2015)

Giving Developers ultimate Flexibility and Choice
18 Q redhat
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Red Hat Node.|s Story

Red Hat supports full Gartner Bi-Modal IT Spectrum

« Core IT -- infrastructure & middleware

« Fast IT -- middleware
For heavy-weight enterprise software development (Enterprise Java)

« Red Hat JBoss EAP and associated suite of tools, including FUSE
For polyglot PaaS

« OpenShift by Red Hat (supports Node.js)
For enterprise Mobility

« Red Hat Mobile Application Platform (uses Node.js for server-side)
For Node.js on the JVM

* Nodyn

Q redhat
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Benefits of OpenShift 3 Architecture

It’s Turtles all the way down

 Red Hat MAP — Application layer

* OpenShift by Red Hat — PaaS layer

« RHEL, RHEL Atomic — container OS, host VM OS
* Red Hat OpenStack — optional laaS layer

All backed by Red Hat support, with response to
security issues and other benefits.

Image credit: https://www.flickr.com/photos/wwarby/2499825928 (William Warby)

Q redhat
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Red Hat Container Vision

Developers
DevOps ’— w

Microservices

. D HAT JBOSS
£3 OPENSHIFT @ MIDDLEWARE

Containers

,_ CLOUDFORMS

amazon ') BED HAT.

i | LIN EKD HAT' GLUSTER STORAGE
webservices™ GPENSTA E

EN E RED HAT'
Google : OPENSTACK' PLA FORM VIRTUALIZATION INUX CEPH STORAGE
RED HAT CCPs

Cloud

Q redhat
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Linux kernel

Hadoop

Apache

1,000,000+

PROJECTS

OpenStack

Red Hat Open Source Vision

AKVM ovirt

®

%LUSTER
COMMUNITY CEph
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RED HAT'
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VIRTUALIZATION

RED HAT’

STORAGE

RED HAT'
SATELLITE

RED HAT'
ENTERPRISE LINUX
OPENSTACK PLATFORM

RED HAT'
ENTERPRISE LINUX

RED HAT" -
CLOUDFORMS

RED HAT JBOSS'
MIDDLEWARE

£3 OPENSHIFT

by Red Hat"

RED HAT’
MOBIL
PLATF

E APPLICATION
ORM

laaS

PaaS
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RED HAT'

MOBILE

UPCOMING MOBILE WORKSHOPS - RED HAT MOBILE APPLICATION PLATFORM

JULY 16: Atlanta

JULY 21: San Jose REG|STER NOW
JULY 23: Los Angeles http://henr.ie/Mobile-Workshop

JULY 28: New York
JULY 30: Boston
NOV 5: Chicago




Dr Micheal O Foghlu
Senior Director Software Engineering
@mofoghlu

@redhatmobile

www.redhat.com/mobile

http://blog.ofoghlu.net RED HAT

SUMMIT

LEARN. NETWORK.
EXPERIENCE OPEN SOURCE.

#redhat #rh it ‘ - - -
redhat #rhsummi . 5 X -~ redhat.




[EKIER  se Case 1: Work Order Management

Complex work order management solutions for field service workers in the UK, rolling out to 10,000+ workers

Use of Video, photo, location & signature capture phone features, continue expanding the number of apps

Complex integration with legacy backend inventory and asset management systems
Ease of integration with backend systems

Work Items List

Vehicls Check € ]

Footway or foatpath in disrepair
Footway or footpath in disrepair

Photo 1 of 1
Work Order No; 13700467 WorkPack )

51 Queen Charlotte Street
8514HQ

Footway or footpath In disrepair
B PLEASE remove damaged kerb and SUPPLY

1 TR 1
Target Fiish Date: 06 AuG 2013 €7 [ TROF FCTEFERE P 150
Target Finlsh Thime: ~ 16:30

VEHICLE CHECK WORK ITEM 1
Work Order No: 13700462 WorkPack ) ;‘:g:":z :::*;:g:‘:}:";f’*"‘m"ﬂm ’ chPLETE? ABU RTED

73 Upper Earl Road
BS14HQ

Y s X

Contact Hub for
Torget Finish Date: 07 AUG 2013 further instructions
Target Finish Time: 1400

Work Order No: 13702112 WorkPack

19 Castiewoods

# edhat #rhsummit

Q redhat.



(8] Thyssenkrupp | Customer Service

* Customers able to access information regarding services performed on their installed base of
elevators anywhere, anytime

» Secure login and authentication in the cloud to access, view & monitor to work order level

* Secureintegration with TKE RSS and other social feeds

* On premise deployment

T em

s Lo T e @
Work Orders Chart i

Profile

Mastin, Danielle
username@example.com

Customer: ]

Role:

@ Manmenance (71.00%) CB (Sdbbie) (3.00%)
@ CB (Contract) (20.00%) Repar (5.00%)
@ Safety (1.00%)

‘ Your Profile
g Work Orders

C N
.\\ ompany News

DETROIT

DETROIT

DETROIT

£atra Vit Pertormed

DCIROIY

ThyssenKrupp Elevator AG

Copyrighe © 2014 by Thyssenkinpp Bevator | Tesws & Condiions
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ThyssenKrupp Elevator AG ThyssenKrupp Elevator AG Copymeht © 2014 by Thysseniegn Bvater | Torm & Condiion
Copyrght © 2014 by Thyssenknups Bevaor | Tesms & Condiions Copyrght © 2014 by Thyssenknps Bevasr | Terms & Condtons.




