
Enabling the Data Driven Enterprise

Matthew Curley
Hewlett-Packard Technologist, Enterprise Group
Density Optimized Servers
6/25/2015

The right platform for your open source workloads
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Abstract: With each next gen platform HP continues to focus on innovation, and optimizing solutions for our customers big data needs.  HP engineering has taken a particular interest in the Ceph community and making code contributions.  During this session, you can expect to learn about our brand new Apollo 4000 family of servers and which one will best fit your data needs.  We will also discuss HP’s contributions to Ceph, and how HP + Red Hat help optimize customers open source deployments.
�



Main content

Why the HP Apollo 4000 Series

+

Apollo 4000 solution use case:
HP Servers is investing in Ceph

+

HP and Red Hat help optimize
value of open source deployments

Presenter
Presentation Notes
Today, covering HP’s investment & work around open source solutions related to both hardware & software.
We’ll talk about HP’s new Apollo 4000 family of servers and how they fit data needs at scale.  
We will discuss how HP + Red Hat bring value to open source deployments, optimization not a technical tuning exercise, but why the solution has value to enterprise customers driving open source solutions.  
Details of how HP is contributing to a specific solution—Ceph—to demonstrate real commitment to open source enterprise solutions.



Introduction

ISS/Density Optimized Servers

•My focus around dense storage solutions

Scale-out storage solutions on industry 
standard hardware
• Big Data and object storage

Commercial and open source solutions

• Open source important to enterprise customers & HP

Presenter
Presentation Notes
Talk a bit about what part of HP I represent, and give context on this presentation.
X86 servers as solution optimized building blocks.
My mission is to bring the industry standard server the customer wants to the game, along with the software they want. Our customers have use cases where they want to buy non-SAN/NAS storage (price, standard solution building blocks).  We’re not replacing all traditional storage, we’re replacing it where our model makes more sense.
open source does not make sense for all customers, but we believe much like Linux the enterprise will increasingly move that way as the technologies get past early adoption hurdles and mature.  Open source is and will be very much relevant to enterprise customers. 
------------
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Overview

Presenter
Presentation Notes
Start with basic background around scale-out solutions on industry standard hardware and the problem driving the architecture before we launch into the content proper.



Data growth and IT complexity soaring
A new approach for speed, agility, and security needed

Data explosion IT complexity
1 trillion 
apps

Presenter
Presentation Notes
Data growth and IT complexity soaring.  You’ll see these types of charts in presentations not just as a proof of the scale of the problem, but competing to use new words for big numbers.  However: Traditional storage solutions really are running up against scale issues for management and config.
Many customers may still be in the 100s of TB range, but for a significant # of enterprise customers the data is scaling this rapidly for their use cases today – beyond the ability to host with their existing hardware infrastructure & software solutions. Real work ongoing for exabyte scales, and zettabyte scale software architectures are being realistically talked about. 



Object storage environment architecture

DL360 Gen9 server:
• Scality:  Connector
• Cleversafe:  Accesser
• Ceph:  RADOS GW
• Swift:  Proxy Node

File system  per LUN typical

Apollo 4000 
Gen9 storage 
nodes

Any device, any where

Cloud Gateway

Application 
Access via 
Object Storage 
APIs
(Client Tier)

Scale of 
Throughput
(Access Tier)

Scale of Capacity 
& Consistency
(Storage Tier)

Storage on servers
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So as the tech industry does, when faced with a problem they come up with new models that better solve it. 
As an example, this is the high level model for object storage clusters—a solution type designed to push scale and cost for the class of data that’s growing the most quickly (unstructured, less frequently accessed). 
This picture shows how the tiers relate to each other, and fit for server building blocks.  Object storage model around scaling out, and what is in your storage (data/metadata), not where your storage is.
Big-O Objects or file/block input by devices – segmented into solution-specific objects at storage node level.  
Object data placement done by various algorithms.  Cleversafe uses IDA, Ceph uses the Crush map, Swift uses a Ring.  Replication/erasure coding.



Scale-out storage solution categories

From most to least open source control

Open Source
Community Versions
• Dynamic development cycles
• Large amount of packages
• Community driven 
• Little to no software cost
• Not all features Enterprise Ready
• No support included
• No HW/SW certifications

Proprietary
• Proprietary algorithms
• In-house software development
• Special modules for Standards
• Significant license and support cost

Enterprise-ready Distributions
• Selected packages
• Based on Open Source
• Additional commercial packages
• Contribute back to the Open Source community
• Charging for support and some additional features
• Integrated Solutions 
• Reference Architectures 
• Certification ecosystem with ISVs and OEMs

HP Helion Content Depot

Presenter
Presentation Notes
Various maturity models appropriate to various organizations and ability to ‘throw money or resources at the problem’.
Community takes a much more active role & commitment to succeed.  While the software cost is lower, the opex, knowledge, and practices may not be viable.
Community often best advertisement for other categories when people look only at $. Success limited in tier 2/tier 3 houses that need additional support.
Right hand side is examples of proprietary solutions of today, certainly not everything but some of the things HP positions.  See cost/standard challenges above, less/no flexibility for customer modification.  Better fit for customers who cannot scale IT and development resources.
And in the middle lies enterprise solutions that use open source.  These customers don’t want the lock-in or cost model of a proprietary solution But…they can’t succeed driving everything themselves from an opex or operational model and still need enterprise class support.



HP Apollo 4000 Family



Better industry-standard building blocks at scale
Outgrowing 12 drive, 2U

At large scale, you need improved $/GB and GB/Rack U

But it’s more then just stuffing drives in a chassis

Apollo 4000 SystemHP ProLiant DL380

Presenter
Presentation Notes
People tend to start with 2U building blocks for storage density, these are commonly available from vendors and often a standard platform.  As clusters go from initial deployment to large scale, these boxes start to become restrictive.   You can’t just put a bigger engine in a car, you need to improve everything in the vehicle realize more performance.  What I’m showing here are the newly launched platforms that HP has created and iterated to improve denser storage use cases.



Choosing a dense storage building block

Density Optimized Storage Servers

CPU Density Drive Density

1 compute node in 4U
up to 68 LFF and 2 
SFF hard drives.

3 compute nodes  in 4U
up to 15 LFF and 2 SFF hard 

drives per node.

1 Compute node in 2U
Up to 28 LFF or 

50 SFF Hard Drives

Apollo 4530 Gen9 Apollo 4510 Gen9
(available 8/17/2015)

Apollo 4200 System

Presenter
Presentation Notes
Here is the HP Apollo 4000 line that was announced at the beginning of June.  This graph is a scale for choosing dense server building blocks.
You can slide between maximizing storage within a U, or to have highly dense servers with the amount of compute that fits your use case.
Left: Big Data, Scale out Analytics.
Right: Cheap & Deep – Archival, Maximizing density.
Center: Datacenter standard form factor, dramatically increased density over 380 but still smaller storage failure domain than Apollo 4500 or more spindles.



Why Apollo 4000 family is a better fit for scale-out solutions

Key HP Differentiators

Footprint
Storage & rack density

Security
HP Secure Encryption
FIPS 140-2 on standard drives

Cost
Reduced TCO vs typical 
white box building blocks

Performance
More throughput
More slots & qualified options

Presenter
Presentation Notes
Before getting into chassis details, we’ll talk a bit about what these dense servers bring.
Form factors are a cost improvement for hardware, and for the software solution as you scale. ‘right size’ keeps the spend where you need it.
Storage performance (more lanes), flexibility of controller choices over last generation.  FlexibleLOM options. More slots for both I/O pipe and task flexibility.
HP Secure Encryption has multiple options (on controller, or server key management with HP Enterprise Secure Key Manager).  No specific solution or drive support needed, Gen9 controllers in RAID mode.




Purpose built for Big Data and Scale-out Storage Applications

Apollo 4500 Gen9 

Density optimized
Up to 30 nodes per rack or ~5.4 PB per 42U rack

Configuration flexibility 
Compute, Storage, and Networking

Shared Chassis Resources
Power, cooling, management

Gen9 improvements
4U Chassis; New drive carrier

5 I/O slots; 4 standard PCIe and 1 FlexibleLOM

Socket R (vs Socket B in Gen 8)

Optional H or P series controller option for two boot drives

Additional support for M.2 1 x 60+8 3 x 15

Presenter
Presentation Notes
Note on boot controller: Additional commit to open source.  B120i and DUDs for closed source components caused customer issues; it wasn’t hardware raid and it added management and upgrade complexity.  Back cage, next slide.



Apollo 4530 rear view

Apollo 4500 Gen9

4 PCI Express Gen 
3 slots
• 4 FHHL x8
• 1 x8 slot w/drive 

controller

Gen 9 power supplies
• Choice of AC or DC supplies

Management module
• Shared iLO port goes to 1Gb
• Support for new enhanced SL-APM

FlexibleLOM

2x1Gb NICs 
Embedded

Presenter
Presentation Notes
A rear view of the 4530 to point out some of the specific features.
4510 has 8LFF drive cage on left side.  Split into 2 halves from expander standpoint (34 + 34)
First 2 slots typically SA/HBAs slots for storage, so not truly 4 free slots.  Still significant improvement over HP SL4540 Gen8.



Scale-out storage in a tried-and-true size

Apollo 4200 Gen9

Density optimized
Up to 1000 SFF drives or ~3.36 PB per 42U rack

Datacenter Standards
2U form factor, fits in 1075mm rack

24 Front-loading & 2-4 rear cage hot plug drives.

Gen9 Features
Up to 8 I/O slots, 7 PCI and 1 FlexibleLOM

Socket R 

Optional H or P series controller option for two boot drives

Additional support for M.2

Same new drive carrier as Apollo 4500 Gen9
24+4 LFF 48+2 SFF

Presenter
Presentation Notes
Rack utilization: 40U, 6TB drives.  Certification of helium lagging on this platform.
Note that SFF is itself a differentiator for Big Data (less object storage) workloads.



Rear view

Apollo 4200 Gen9

Gen 9 power supplies
Choice of AC or DC 
supplies

FlexibleLOM

CPU #1 Slots
HHHL x8, x16

CPU #2 Slots
HHHL x16, x8, x16

Rear Drive Cage Kit
2 SFF + 2 FHHL x8 slots (shown)
Or 4 LFF

2x1Gb NICs 
Embedded

Presenter
Presentation Notes
Default controller p840ar, so no PCI slot used for storage controller by default.



Building a better solution with Open Source
On HP servers and Red Hat software

Presenter
Presentation Notes
On to the business value part of the presentation, I want to talk about how using these servers and Red Hat storage software helps optimize your open source storage solututions.



Extending a proven partnership for success

14+ years

Certification, Integration,    
Support

Open Source and Open 
Standards InnovationOur Alliance Our Customers

Market Development

Strategic Development

Superior Experience:
Over 4,000 Linux Service Professionals   x86 
server Linux market share leader 

Superior Results: 
Most servers and storage certified

Leading benchmark results

Superior Alignment: Partnering to 
deliver the future of computing

Superior Commitment:
More customers run RHEL on HP servers than 
any other platform

Presenter
Presentation Notes
Picture of HP and Red Hat collaboration, why it really makes sense to base a scale-out solution on HP and Red Hat.  This graphic generally shows not only the longevity of our relationship, but the success we’ve driven and continue to drive in the marketplace.  Both in installation and support.
We’re continuing to commit to bringing our partners success as leaders in our areas.
It’s early days for collaboration on some of the Red Hat storage solutions, long product history to leverage for products on RHEL
We expect to extend this same collaboration going forward to fill our customer’s demands for enterprise class open source storage.



Open source to the enterprise

RED HAT JBOSS
MIDDLEWARE

RED HAT
STORAGE

RED HAT
ENTERPRISE LINUX

RED HAT
OPENSTACK

RED HAT
ENTERPRISE
VIRTUALIZATION

RED HAT
SATELLITE

RED HAT
CLOUDFORMS

IaaS

PaaS

1M+
projects* Foreman

Presenter
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Now to talk about these solutions, in a broader picture of the Red Hat portfolio, and how RH software specifically maps between open source and enterprise products.
Blob on left, overall open source community with some key relevant projects broken out.
The column in the middle shows the open source projects that Red Hat sponsors and nurtures. In nearly all cases Red Hat is the lead sponsor. Both Red Hat and non-Red Hat developers (from partners, other vendors, and customers) contribute to these projects and are free to use the code as they wish.
The column on the right shows the fully supported, enterprise strength products that Red Hat creates from these projects. 
On the extreme right, it can be seen how the various Red Hat products integrate to create IaaS and PaaS cloud solutions. This, of course, is a simplified view, but it provides a basic picture to see how the overall portfolio is structured.  For what we’re talking about today Red Hat storage is the key piece, but this helps show how these products are very much aligned with cloud and *aaS initiatives for which this storage is often a base.




Why invest in open source solutions
Enterprise scale-out storage customers want a flexible, powerful tool
As well as support that works with how they use it

Not completely DIY

The right 
set of 
functions

Not ‘one function’

Presenter
Presentation Notes
No solution comes perfect out of box, but most customers need a mature, supported solution and have limited engineering resources to customize with.
To play in open source solutions, requires overall flexibility and customer assistance.  Which means HW providers that work with the solutions must also build expertise and participate to understand customer needs. Contribution and enablement is leveraged across the board in making the open source solution viable, and  ongoing improvement to reduce customer engineering resources for success helps broaden the target user base.  In other words, setting these solutions up should not require a room full of PhDs.



Based on open source

• Customers can extend / modify the 
solution 

• Open API allows easy implementation 
and adaption in application layer

No design trade-offs 

• The right solution to the right problem

• No inflexible one-size fits all approach

Red Hat storage differentiators

Backed by Red Hat 

• Well-known partner to HP with established 
processes 

• Proven support and well-known in the field

Based on Red Hat Enterprise Linux 

• Together with HP servers the most and 
best selling server-OS combination

Presenter
Presentation Notes
This how Red Hat storage solutions provide that focus of flexibility and customer support.
Open source & Design:  Supporting the flexibility and ease of development model.  
Backed by Red Hat & Based on RHEL:  The strengths and market presence, plus partnership provides necessary knowledge



Reliable 
performance Workload-optimized platforms with right-

sized availability, management features, and 
data protection.

Unmatched 
scalability High-density compute and storage, with the 

ability to independently scale components up 
or out.

Red Hat Storage and HP Apollo Servers

Business outcomes

Presenter
Presentation Notes
Reliable performance:  With HP Apollo Servers, HP management features (including iLO) and individually replaceable components (drives, IO Modules, compute nodes, power supplies) allow you to track and repair only the components you need. White box servers lack management features and thus increase TCO through component failure impact.  Scale up hardware is unnecessary spend for a system who’s key reliability is through scaling out servers.  Servers can and will be lost over a cluster life cycle but HW and software guarantee many 9s of data durability.
Unmatched Scalability:  Server model and Apollo family allow you to choose compute and storage specific nodes to fit your needs, rather than forced growth in cluster roles that aren’t needed. 



Faster time-
to-value

Purpose-built solutions eliminate months of planning 
and design.

Reduced 
risk

Partners committed to a mission-critical x86 architecture 
and long-term, customer-focused roadmap.

Lower cost 
of 
ownership

Affordable, workload-optimized, scalable industry 
standard platforms and open solutions.

Red Hat Storage and HP Apollo Servers

Business outcomes

Presenter
Presentation Notes
Time to value:  Months saved not qualifying/debugging white box server components, or investing R&D to build expertise outside of what’s needed to drive use case success.  Generally launching a new product gives you enough of your own problems, the fewer additional ones you can pick up the better.
Reduced Risk:  Minimize the pain for integrating the methodology, improve your chances of success with proven partner support.  Running with a fully open source solution can be a scary proposition for everyone involved.  This gives you an edge with proven support infrastructures in place.
Lower cost of ownership:  As always, lowest cost of acquisition doesn’t mean the lowest cost. 



HP Servers Investment in Ceph



Ceph
Brief overview

Object Storage cluster

Inktank key developer, acquired by Red Hat in April 
2014. 

• Supports object, block, and file* access models 

•VM Storage on block, cloud, and tenant object storage 
are key current use cases.

•Can integrate with OpenStack.

Open Source 
Community Version

Enterprise-ready Distribution

* File is available, but not fully enterprise-ready today.

Presenter
Presentation Notes
Brief background around Ceph for those not familiar with it (Red Hat invests in both RH Storage and Open Source versions).
Seeing customer interest primarily around these use cases, and multi-interface capability.  Both with & independent of OpenStack (storage cluster).
Interest:  The ability to integrate in an OpenStack infrastructure links with enterprise cloud use cases, the model a focus on servers, the multiple access methods make it an attractive today & tomorrow solution for storage growth and management. And the active community is key to interest.  You want to modify & contribute to a living product.







HP is investing resources in Ceph
Staffed engineering team, 100% upstream contribution focus

Management Deployment, provisioning,
configuration management

Cluster reference architectures 
and performance improvements

Help advance Ceph installation, operation, and performance experience
Red Hat & open source community supporting collaboration

Presenter
Presentation Notes
Specifically perspective of where HP Servers investing engineering effort, Helion has additional resources. Initial technologist team effort in object storage.  September 2014 commit of object storage engineering resources.  HP wants to help realize Ceph’s enterprise promise.




Cluster Management

Need: better ways to map cluster state and 
decisions to the hardware it runs on.   Integrate 
HP’s hardware knowledge into cluster 
management.

First step: helping design this integration on Ceph

First functional goal: blink drive LEDs when a 
Ceph OSD fails.

Future work ideas:
• Query drive health data
• Query controller management tools
• GUI buttons for LED toggling.
• Fetch vendor specific IPMI/BMC information.

Presenter
Presentation Notes
Current management tools less mature than some proprietary/commercial competitors.  Romana GUI is in some ways a reference architecture; Ceph and Calamari are designed to allow other ‘panes of glass’ to fit end user needs.
Integration through plug-ins/code contribution.
The idea is integration of HW features with scale-out clusters in a general sense, Ceph is a good place to start exploring and contributing.




Provisioning and Configuring Ceph
Bare metal/VM  life cycle tool

Configuration management utility

Need: an easier way to go from factory hardware to running Ceph cluster

First step: improve our own lab deployment and lifecycle management story

First functional goal:  Foreman to configure our hardware, Puppet to set up 
Ceph.   

User experience:
• Contributions here make deploying on HP hardware easy for customers  
• Helps enforce proper/optimal configurations 
• Foreman/Puppet aligned with RH story

Future work can help build more complicated Ceph configurations, or best 
practice modifications to operating clusters.  Also leverage on other solutions

Presenter
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Contribution Repos:
Puppet-ceph
Mariner-installer (ceph github, foreman)
Takora (ceph github, puppet)%






Building better clusters

Need: ability to recommend the right hardware for a 
customer purchase

First step:  Engineering team to build process around 
evaluating HP hardware portfolio.

First functional goal:  Build common scale/performance 
case templates.

Future work areas:
• Continue testing configurations of interest to user 

community, share results and use as input to builder 
tools.

• Build better reference architectures and technical 
guidance.

Presenter
Presentation Notes
This piece helps us build pre-sales/sales/customer guidance along with community credibility.  Right now, the code base is moving forward Ceph performance and functionality dramatically, so it’s an ongoing effort.

Templates, highly complex clusters always need additional lift but there are common requests around capacity and performance that can drive conversations.
Reference architecture testing should apply to both community and enterprise distributions.  Also looking to do testing with CBT (Ceph Benchmarking Tool).



Building better clusters

Need: performance to reach more use cases

First step: Code investigation around storage 
performance (focus on OSD).

First functional goal:  Source base knowledge, relevant 
profiling data, initial small performance 
pulls/contribution.

Future code work  around technologies that reduce 
latency and improve density.

Presenter
Presentation Notes
Performance wise, latency/long tail behavior—help make performance more predictable, IOPS (particularly around write).
Profiling data LTTng, KI Trace and other system data.




HP Helion and Ceph

HP Helion Content Depot Uses Ceph for block/object storage in an Open Stack 
private cloud solution

Reduce installation and management complexity, no 
code customization

Focused use case improves qualification, enables 
targeted value-add features

DO Servers teams are platform consultants 
• Our performance evaluation and product 

improvements roll back to open source.

Presenter
Presentation Notes
Not one size fits all, but matches some customers needs where full distro will not.  
Value add can be integration, custom software packages.  Enterprise use case of open source and focus effort around what we believe is value a customer will pay for, and also drive contribution back to the community where improvements are made to the open source core.  Engagement with the overall product/revenue stream keeps effort funneling back into open source.
Also, allows us restrict some of the complexity to qualify more deeply.



Thank You

Visit our website:  www.hp.com/go/objectstorage

Questions?
• Hyperscale Storage Ecosystem:  bigdataecosystem@hp.com
• SL4500 / Apollo 4000:                  Apollo4000@hp.com

Enabling the Data Driven Enterprise

Apollo 4000 and Red Hat Software
the right platform for your open source workloads




	Slide Number 1
	Main content
	Introduction
	Slide Number 4
	Data growth and IT complexity soaring
	Object storage environment architecture
	Scale-out storage solution categories
	Slide Number 8
	Better industry-standard building blocks at scale
	Density Optimized Storage Servers
	Key HP Differentiators
	Apollo 4500 Gen9 
	Apollo 4500 Gen9
	Apollo 4200 Gen9
	Apollo 4200 Gen9
	Slide Number 16
	Slide Number 17
	Open source to the enterprise
	Why invest in open source solutions
	Red Hat storage differentiators
	Red Hat Storage and HP Apollo Servers
	Red Hat Storage and HP Apollo Servers
	Slide Number 23
	Ceph
	 HP is investing resources in Ceph
	Cluster Management
	Provisioning and Configuring Ceph
	Building better clusters
	Building better clusters
	HP Helion and Ceph
	Thank You
	Slide Number 32

